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A Note on Jana’s Paper: Simulation of Quantitative Characters
from Qualitatively Acting Genes

J. LEE and P. J. KALTSIKES

Plant Science Department, University of Manitoba, Winnipeg, Manitoba (Canada)

Jana (1971) proposed a matrix method for esti-
mating 3" genetic parameters in a quantitative cha-
racter governed by # loci in the case where the indi-
vidual genotypes can be identified. The author
employed a system of exact solution

X =4 y
where X is a vector of the 3" parameter estimates,
A is a matrix of functional coefficients derived from
the genotypic expectations given by Seyffert (1966),

and y is an observed vector of the 3" phenotypic
means each with a unique variance.

The method of exact solutions in Jana's context
can be shown to be a special case [when (1) the number
of parameters to be estimated is equal to the number
of equations and (2) there is no linear dependency in
that system of equations] of the least squares method
of estimation of genetic parameters used by Hayman
{1958 and later) and summarized in Mather and
Jinks (1971). The identity of the two methods is
shown as follows:

X=@ a4y (least squares method)

= A1 (4)1A'Y
=A1IY
=AY (exact solution)

Of course, the variance of the elements in vector X is
zero if and only if the elements in vector Y is not
subjected to error; that is, var (y;) = var (y;) = 0.

In a replicated genetic experiment, it is well-
known that a portion of the phenotypic variance is
due to the varying effects of the environmental com-
plex exerted on a particular genotype. Similarly, the
variance of the phenotypic means for the 3" geno-
types, each replicated a number of times, can never
be equal due to the varying environmental effects.
Consequently, the variance of the 3" phenotypic
means are invariably heterogeneous. Jana (1971) did
not consider this factor in his estimate of the genetic
parameters; therefore, his method is equivalent to
the unweighted least squares analysis. If the variances
of the 3" phenotypic means are heterogeneous and if
the unweighted least squares analysis were used, then
the estimates of the genetic parameters, although

unbiased, would not have minimum variance (Ken-
dall and Stuart, 1961 ; Draper and Smith, 1966).

We therefore proposed that the weighted least
squares analysis should be employed for the esti-
mation of genetic parameters. According to this
procedure, X = (A"E-Y AL (A" E1Y), where E is
the variance-covariance matrix of ¥. When there is
no correlation between genotypes, E reduces to a
diagonal matrix whose elements are the variances of
the 3” phenotypic means. The variances of the ele-

ments in X is (4" E~1 A)~1. The chi-square test for
fitting the elementsin Xis (Y'E-'Y) —(Y'E~! 4 X).

Estimation of genetic parameters using the
weighted least squares approach has the following
advantages:

(1) The estimators of the genetic parameters so
obtained would be unbiased and also have minimum
variance;

(2) The method applies whether the number of
parameters to be fitted is equal to or less than the
number of equations in the system. Practically, this
is advantageous since one general procedure can be
programmed for computer analysis;

{3) An investigator may not want to fit all of the
3" genetic parameters in the model, thus leaving some
degrees of freedom for the chi-square test for the
adequacy of the model {Hayman, 1958; Mather and
Jinks, 1971). Parenthetically, if all 3" genetic para-
meters were fitted and if some of the genetic para-
meters were in fact not significant from zero, then
the estimates of the 3" genetic parameters will again
not have minimum variance.

We have written a general purpose weighted/
unweighted least squares analysis computer program
(Lee and Kaltsikes, 1971) to perform all of the afore-
mentioned procedures, including the chi-square
testing of the goodness-of-fit of the model. The pro-
gram can be used to estimate genetic parameters from
(1) identifiable genotypes such as the 3" genotypes
derived from isogenic lines, (2) a set of generation
means derived from crossing two inbred lines, or (3)
a set of generation variances and covariances. The
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program, which is written in FORTRAN IV, can be
obtained from us upon request.
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